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Abstract
With the rapidly growing demand for high-performance deep learning vision models on mobile and edge devices, this paper 
emphasizes the importance of compact deep learning-based vision models that can provide high accuracy while maintaining 
a small model size. In particular, based on the success of transformer models in natural language processing and computer 
vision tasks, this paper offers a comprehensive examination of the latest research in redesigning the Vision Transformer 
(ViT) model into a compact architecture suitable for mobile/edge devices. The paper classifies compact ViT models into 
three major categories: (1) architecture and hierarchy restructuring, (2) encoder block enhancements, and (3) integrated 
approaches, and provides a detailed overview of each category. This paper also analyzes the contribution of each method 
to model performance and computational efficiency, providing a deeper understanding of how to efficiently implement ViT 
models on edge devices. As a result, this paper can offer new insights into the design and implementation of compact ViT 
models for researchers in this field and provide guidelines for optimizing the performance and improving the efficiency of 
deep learning vision models on edge devices.
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1  Introduction

Recently, there has been a surge in demand for deep learn-
ing-based high-performance vision models on edge devices, 
such as mobile platform [1–5]. These devices require the 
ability to perform complex tasks such as applications of 
human action recognition (HAR) based on inertial sensor 
analysis, vision, and processing areas while providing user-
friendly interfaces and portability. This includes tracking 
and detection [6, 7], computer engineering [8], and physical 
sciences [9]. However, compared to servers or cloud-based 
systems, edge devices have limited computational resources 
[10, 11], making the need for compact vision models that 
maintain small sizes while delivering high performance 
increasingly important.

Meanwhile, the transformer model is flourishing in 
both the natural language processing (NLP) and computer 
vision fields. Initially proposed by Vaswani et al. [12], the 
transformer model introduced the self-attention mechanism 
to solve the input sequence length problem in NLP. This 
mechanism generates outputs by considering the relevance 
between all elements of the input sequence, effectively 
solving the problem of input sequence length. It effectively 
addressed the issues with existing sequence models, such 
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as the recurrent neural network (RNN) [13, 14] and long 
short-term memory (LSTM) [15], and consequently, the 
transformer model has demonstrated excellent performance 
in the NLP field. Based on its success, various research has 
been conducted to apply the transformer model to vision 
tasks. The vision transformer (ViT) [16], which applies the 
transformer model from NLP to vision tasks, performs effec-
tive feature extraction considering the relationships between 
pixels within the input image by utilizing the self-attention 
mechanism and multilayer perceptron (MLP). This approach 
considers that each pixel in the image is not independent but 
is related to other pixels. In addition, DeiT [17] fine-tunes 
the pre-trained ViT and improves the model’s generalization 
performance through data augmentation. This approach has 
proven that transformers also demonstrate excellent perfor-
mance in image classification tasks. However, these struc-
tures have high computational complexity, making them 
challenging to use in power-limited edge devices [18, 19].

To address this limitation, various model compression 
techniques have been proposed. In particular, pruning [20, 
21] and quantization [22, 23] successfully reduce the model 
size, but these compression techniques [19, 24] can degrade 
network performance depending on the dataset or model 
size. In addition, while model compression through prun-
ing and quantization is relatively easy in traditional convolu-
tional neural networks (CNNs), applying these conventional 
compression techniques to ViT is challenging. Therefore, as 
an alternative, this paper focuses on ViT models that are not 
compressed using ViT model compression techniques [25] 
but are designed from the start with compact architectures 
that are inherently more suitable for edge devices. Figure 1a 
and b present the accuracy according to the parameter and 
FLOPs size of various lightweight ViT models, respectively. 
This paper classifies these compact models into three cat-
egories: (1) architecture and hierarchy restructuring, (2) 
encoder block enhancements, and (3) integrated approaches. 
The first includes research that redesigns the basic archi-
tecture and hierarchical structure for convolutional vision 
transformer (CvT) [26] model design, focusing on reducing 
the size and complexity of the model. The second includes 
research that improves the encoder block in various ways, 
focusing on enhancing the computational efficiency of the 
model. Finally, integrated methodologies include research 
that applies both methodologies and proposes new models. 
Based on these classifications, this review paper aims to 
provide an in-depth understanding of the efficient imple-
mentation of ViT models on edge devices by examining 
the state-of-the-art (SOTA) research trends in compact ViT 
models and analyzing how each methodology contributes 
to the performance and efficiency of the model. In addition, 
this review paper aims to provide substantial insights into 

how these models can be utilized on edge devices by com-
prehensively reviewing the SOTA research on the design 
and implementation of compact models. This will play a 
crucial role in expanding the potential for deep learning-
based vision models on edge devices and maximizing the 
performance and efficiency of these models.

The contributions of this paper can be summarized as 
follows:

Fig. 1   Performance comparison of compact vision transformer mod-
els
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•	 Comprehensive examination of ViT models: We offer a 
detailed examination of the latest research in redesigning 
ViT models into more compact forms, making them more 
suitable for use on mobile and edge devices.

•	 Classification of compact ViT models: This research cat-
egorizes compact ViT models into three main groups: 
(1) architecture and hierarchy restructuring, (2) encoder 
block enhancements, and (3) integrated approaches.

•	 Detailed overview of each category: For each of these 
categories, this paper provides an in-depth overview, ana-
lyzing how each contributes to the model performance 
and computational efficiency.

•	 Insights and guidelines for researchers involved in this 
field: We present new insights into the design and imple-
mentation of compact ViT models and provide practical 
guidelines for improving the performance and efficiency 
of deep learning-based vision models on edge devices.

This paper is structured as follows: Sect. 2 provides nec-
essary background information by discussing the general 
architecture and characteristics of the ViT model and intro-
ducing many compact ViT architectures. Section 3 then cat-
egorizes recent compact ViT models into three main groups 
and analyzes the distinct features and innovations of mod-
els within each category. Next, Sect. 4 thoroughly evaluates 
various models from each category using various perfor-
mance metrics on image classification and other vision tasks. 
Finally, Sect. 5 synthesizes the current research landscape 
of compact ViT models based on the analysis in Sects. 3 
and 4, and discusses remaining challenges and promising 
future research directions in designing resource-efficient yet 
accurate ViT models tailored for edge devices. The organi-
zation enables a comprehensive survey of the SOTA ViT 
architectures.

2 � Background

2.1 � Vision transformer

The ViT model depicted in Fig. 2 is a deep learning model 
architecture that has recently gained attention in the com-
puter vision field. Unlike traditional CNNs, ViT utilizes a 
sequence model based on transformers to process images. 
It divides an image into small patches and employs them 
as inputs to the transformer model, enabling the training of 
global image information. The key components of ViT are 
described in the following subsections.

2.1.1 � Multihead attention

The multi-head attention (MHA) illustrated in (1) of Fig. 2 
is composed of multiple attention heads. Each attention head 
processes the input feature map from different perspectives 
and trains different relationships. Subsequently, the outputs 
of each attention head are combined to generate the final 
result. Each attention head consists of three main stages. 
First, the input feature map is transformed into a Query 
(Q),  Key (K),  and Value (V) through linear transforma-
tions, which are performed using weight matrices. Second, 
an attention score is calculated for each of Q,  K,  and V. The 
attention score represents the inter-dependencies between 
Q and K and is typically calculated using a dot product or a 
similarity function. Finally, the attention output is computed 
by applying a weighted sum to V using the attention scores. 
These processes are performed independently in each atten-
tion head, and the outputs of the attention heads are com-
puted in parallel and combined to form the final result. This 
mechanism allows MHA to understand the global context 
of images by modeling the inter-dependencies within the 
input feature maps and identifying important relationships 
in the inputs.

Fig. 2   Depiction of the standard 
ViT architecture, segmented 
into three key components: 
(1) The multi-head attention 
mechanism that processes input 
features, (2) The MLP head for 
classification, and (3) The patch 
and position encoding process, 
where images are divided into 
patches and projected for the 
attention mechanism
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2.1.2 � Multi layer perceptron

The MLP in ViT presented in (2) of Fig. 2 is a mechanism 
for sharing information between channels. The MLP typi-
cally consists of two linear layers and an activation function. 
The first linear layer expands the dimensions, and the sec-
ond linear layer reduces the embeddings back to the original 
dimension. This allows the MLP to add nonlinearity and 
model relationships between channels, enabling it to train 
a wider range of information. Consequently, when used in 
conjunction with attention, the MLP demonstrates superior 
performance in image processing tasks.

2.1.3 � Patch embedding

Patch embedding, as shown in (3) of Fig. 2, refers to the 
process in ViT, where the input image is divided into small 
patches and embedding is performed for each patch. This 
captures the local information (LI) of the image and provides 
the input to the transformer encoder. Patch embedding oper-
ates consistently regardless of the size or aspect ratio of the 
input image, making it capable of handling various images. 
Furthermore, by capturing LI and conveying it to ViT, patch 
embedding helps in understanding the global context. After 
patch embedding, ViT utilizes positional embedding to 
encode the positional information (PI) of each patch. This 
involves adding a vector representing each position in the 
flattened patch embeddings, thereby indicating specific loca-
tions. This allows ViT to understand and process the relative 
PI of the input patches.

With these three key stages in its architecture, ViT offers 
several advantages compared to traditional CNN-based mod-
els. First, ViT can utilize the global information (GI) of the 
image, enabling it to capture the overall context of objects 
and exhibit superior performance. Second, ViT processes 
images at the patch level, allowing better generalization over 
images of different sizes. Finally, ViT tends to achieve high 
performance when trained on large-scale datasets and pow-
erful computing resources. However, although ViT models 
have shown superior results on various computer vision 
tasks, their intensive computational requirements make real-
world application on mobile devices difficult. To enable the 
use of these powerful models on resource-limited mobile 
platforms, reducing their computational complexity is an 
important challenge that needs to be addressed.

2.2 � Compact CNN models

In this subsection, we introduce compact CNN models that 
are widely used as backbones in compact ViT models for 
utilization on edge devices. Compact CNN models refer 
to models designed from the beginning with small model 
size and low computational complexity without lightweight 

techniques such as Kim and Kim [27, 28]. These models 
aim to achieve high performance even under resource-con-
strained environments, such as mobile/edge devices.

MobileNetV1 [2] proposes an efficient architecture called 
depth-wise separable convolution (CONV) for computer 
vision tasks. It consists of a combination of depth-wise and 
pointwise CONVs. The depth-wise CONV applies separate 
kernels to each input channel to generate outputs, train-
ing the correlation between input channels. Through this 
approach, MobileNetV1 reduces model size and decreases 
computational cost by sharing parameters. The pointwise 
CONV uses the 1 × 1 CONV operation to transform the out-
put channels of depth-wise CONV into the desired chan-
nel size, allowing it to train high-dimensional features and 
extract various feature maps. MobileNetV2 [3] introduces 
inverted residuals and linear bottlenecks into the network 
structure, further optimizing the lightweightness compared 
to MobileNetV1. The inverted residual expands the chan-
nel size first and then reduces the model size, in contrast to 
the existing residual connection. Through this approach, the 
information stored in lower-dimensional layers, where nec-
essary information is compressed and stored, is better pre-
served. Additionally, the linear bottleneck reduces the com-
putational cost by removing non-linearity in the 1 × 1 CONV 
operation. With these structures, MobileNetV2 achieves 
high performance while maintaining a small model size 
with low computational cost. ShuffleNet [29] additionally 
introduces group CONV and a shuffling operation based on 
the structure of MobileNet. It divides input data into groups 
and shuffles the channels between groups to enable infor-
mation exchange. Furthermore, EfficientNet [4] leverages 
AutoML to find the optimal combination of three factors: 
network depth, channel width, and input image resolution. 
In conclusion, these models contribute to efficient computer 
vision tasks on mobile devices and in resource-constrained 
environments.

3 � Compact vision transformer models

3.1 � Overview of lightweighting method for vision 
transformer models

The implementation of transformer models in resource-
limited environments, such as mobile devices, is a signifi-
cant challenge due to their high memory and computational 
resource demands. To address this challenge, a variety of 
methods have been developed to compress and acceler-
ate transformer models, making them more feasible for 
efficient deployment. These methods include a variety of 
strategies targeting different aspects of model optimization. 
Among them, network pruning [18, 19] focuses on reduc-
ing the model size and complexity by eliminating redundant 
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parameters [30] or tokens [31], improving efficiency and 
reducing computing resource requirements. On the other 
hand, knowledge distillation [32] trains a smaller student 
model to mimic a larger teacher model by transferring 
knowledge without the bulk. Another critical approach is 
network quantization [33], which reduces the precision of 
the numerical values in the model. By representing weights 
and activations with fewer bits, quantization can signifi-
cantly decrease the memory and computational demands 
with a minimal loss in performance.

This paper focuses on designing compact ViT architec-
tures, an emerging approach that enhances efficiency by fun-
damentally restructuring the model to be inherently more 
efficient, while maintaining or even improving performance. 
Additionally, these compact architectures exhibit excellent 
compatibility with other optimization methods, making them 
particularly well-suited for deployment on edge devices. It 
should be noted that while our focus is on the architectural 
redesign, the other mentioned methods contribute signifi-
cantly to the broader goal of creating lightweight and effi-
cient transformer models. Each technique offers unique ben-
efits and can be used in conjunction with others, depending 
on the specific requirements and constraints of the deploy-
ment environment.

3.2 � A taxonomy of compact vision transformer 
models

In this section, we categorize compact ViT models into 
three main groups and introduce each core technology in 
the following subsections. First, research has been con-
ducted to redesign the basic architecture and hierarchical 
structure belonging to “Architecture & Hierarchy” in Fig. 3 
for designing compact ViT models. These studies propose 

new model structures, such as the pyramid architecture 
shown in Fig. 4. Second, research has been conducted to 
enhance the encoder block in various ways for compact mod-
els within the “Encoder Block” category shown in Fig. 3. 
This approach focuses on obtaining an excellent model in the 
trade-off between model performance and size by optimizing 
the structure and function of the encoder block as shown in 
Fig. 5. Finally, studies have been conducted to propose a 
novel architecture and encoder block, both belonging in the 
intersection in Fig. 3, with the purpose of identifying the 
optimal structure. These approaches aim to enhance model 
efficiency through overall structural changes in the model.

3.3 � Architecture and hierarchy restructuring

3.3.1 � Limitations of ViT models and introduction of new 
hierarchical structures

The existing ViT model [16] handles images by fixing their 
size and dividing them into small patches. However, this 
structure is not suitable for processing various sizes of 
features. Additionally, the non-hierarchical plain structure 
makes it difficult to learn low-level features and imposes 
constraints on detecting small objects. To overcome these 
challenges, there have been attempts [34–37] to explore 
the integration of hierarchical structures, such as residual 
blocks [38] and mobile bottleneck CONV(MBConv) [2, 3], 
to increase computational efficiency and improve low-level 
feature extraction.

PVT [34] is an innovative hybrid model that combines 
the strengths of both CNN and transformer. To address the 
limitations of existing ViT models, which are vulnerable in 
dense prediction tasks such as object detection and segmen-
tation due to their fixed image size utilization, PVT employs 

Fig. 3   Taxonomy of compact 
vision transformer architectures
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a pyramid structure that combines the hierarchical structure 
of the CNN with the transformer. This efficient architecture 
consists of four stages, each composed of a patch embed-
ding layer and a transformer encoder layer. In addition, PVT 
employs spatial-reduction attention (SRA), instead of the 
conventional MHA, to effectively process high-resolution 
feature maps while minimizing computation and memory 
overhead. Therefore, PVT provides an alternative to tradi-
tional CNN backbones in tasks including object detection 
and semantic segmentation.

Another related approach, HVT [35], is proposed around 
the same time. HVT introduces a novel hierarchical approach 
to complement the shortcomings of ViT models, which 
cannot capture multilevel representations. HVT primarily 
achieves compression of sequential resolutions through hier-
archical pooling, leading to a reduction in computational 
cost and enhanced model scalability. HVT demonstrates 
that not only single-class but also visual tokens are crucial 
for accurate class predictions. Consequently, HVT allows 
for expansion in multiple dimensions, such as depth, width, 

resolution, and patch size, while achieving high performance 
without an increase in floating point operations per second 
(FLOPs). MobileViT [36] proposes an efficient processing 
method for GI by appropriately combining the features of 
the transformer and CONV, leveraging the advantages of 
both approaches. Additionally, MobileViT demonstrates the 
effective application of transformers in mobile vision tasks 
through a simple training process; this shows the potential 
of ViT in the mobile environment by surpassing the perfor-
mance of compact CNN models. However, in these models, 
the complexity of applying the hierarchical CNN structure 
with the transformer can pose challenges in model training 
and optimization.

LeViT [37] is a hybrid ViT model that combines the 
strengths of CNN and transformer. It introduces the hierar-
chical structure of LeNet to optimize the balance between 
accuracy and efficiency in image classification tasks. LeViT 
modifies the plain structure of the transformer into a hier-
archical one. Instead of using class tokens, it implements 
average pooling at the final stage of the feature map. This 

Fig. 4   Hierarchy architecture example of vision transformer model and encoder block

Fig. 5   Various vision transformer encoder block enhancement approaches
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adaptation improves the trade-off between accuracy and 
computational efficiency. At the patch embedding stage, 
LeViT applies four 3 × 3 CONV layers, which reduces the 
input size of the feature map while preserving important 
information. Moreover, LeViT introduces attention blocks 
after the 1 × 1 CONV layers with batch normalization (BN), 
providing runtime advantages compared to using layer nor-
malization. Additionally, LeViT enhances positional embed-
ding by injecting relative PI into the attention map through 
attention bias. By employing these techniques, LeViT suc-
cessfully achieves faster inference speed.

3.3.2 � Overcoming ViT limitations in capturing local 
contexts

These approaches enhance the performance and compact-
ness of ViT by introducing a hierarchical structure. How-
ever, despite these advancements, ViT still faces a limita-
tion in capturing local contexts effectively. To mitigate this 
limitation, research has been conducted to incorporate the 
strengths of CNN in local patterns into ViT [26, 39]. This 
research aims to integrate CNN-based approaches with ViT 
to strengthen complementary capabilities and improve the 
ability to capture both global and local features. These stud-
ies exploit the advantages of both approaches (i.e., CNN and 
ViT) and further improve the performance and versatility of 
the ViT model.

While CNN models demonstrate superior performance in 
extracting local patterns, ViT does not have this ability. To 
address this limitation, CvT [26] combines the structure of 
ViT with the CONV layer. CvT adds CNN features to ViT by 
utilizing CONV token embeddings and projections. Through 
this approach, CvT can recognize LI and represent complex 
visual patterns. Although CvT successfully brings the LI 
extraction capability of CNNs to ViT, its improvements are 
limited because CONV layers are used only at the beginning 
of transformer blocks or between block connections.

To mitigate this, Mobileformer [39] configures CNN 
and ViT in parallel, exchanging information between them 
through a two-way bridge. The proposed architecture con-
sists of four main components: mobile sub-block, former 
sub-block, mobile→former block, and former→mobile block. 
The mobile sub-block is responsible for extracting local fea-
tures and adopts a structure similar to an inverted bottleneck. 
It takes the output from the former→mobile block as input 
and produces the extracted local features. The output of the 
mobile sub-block then serves as input to the mobile→for-
mer block, which encodes the global features. The mobile→
former block acts as a two-way cross-attention block, incor-
porating both the local features from the mobile sub-block 
and global tokens from the former sub-block. This block 
enables the fusion of LI and GI, enhancing the model’s 
ability to capture comprehensive features. In contrast, the 

former→mobile block receives global tokens from the for-
mer sub-block and combines them with the local features of 
the mobile sub-block. Mobile→former achieves high per-
formance and lightweight effect through the proposed four 
blocks by efficiently utilizing local features and GI. This 
architecture is an innovative model structure that enables the 
fusion of LI and GI. Nevertheless, during the learning and 
optimization process, this two-way bridge can compromise 
the balance between efficiency and accuracy.

Hybrid ViT models like LeViT [37] achieve remark-
able performance by leveraging the CONV-Feed Forward 
Network (FFN) structure. These models effectively utilize 
both local features and GI, resulting in high performance 
while maintaining a lightweight design. However, during 
this process, a dimension mismatch problem arises between 
the 4-D operations handled by CONV and 3-D operations 
handled by attention. This reduces network efficiency, lead-
ing to decreased training and inference speeds. To solve this 
problem, EfficientFormer [40] identifies inefficient operators 
present in existing ViT models and proposes a new design 
that ensures dimensional consistency throughout the model. 
In this process, EfficientFormer introduces the CONV atten-
tion-based MetaBlock4D to handle 4-D tensors in stages 
1 and 2. By leveraging the MetaBlock4D, EfficientFormer 
achieves dimensional consistency and maintains efficient 
processing of information. Additionally, in stages 3 and 4, 
EfficientFormer employs linear operation-based attention 
mechanisms to extract GI.

3.4 � Encoder block enhancements

3.4.1 � Efficient design of encoder block in ViT models

Research is ongoing to efficiently design the encoder block 
to make ViT models more compact, considering its signifi-
cant contribution to the overall operation within the ViT net-
work [41–44]. The encoder block primarily consists of two 
parts: self-attention and FFN. The self-attention mechanism 
used in the original ViT to model dependencies between 
different positions in the input sequence poses a significant 
computational cost. Furthermore, it suffers from a quadratic 
increase in computation as the input resolution grows. This 
issue becomes a major factor contributing to the reduced 
efficiency of a model, especially when dealing with large 
input image sizes. To address the computational challenge 
associated with the quadratic increase in self-attention oper-
ations, ViL [41] is proposed as a solution. ViL introduces 
a modified attention mechanism that enables more efficient 
modeling of long-range dependencies in vision tasks. ViL 
introduces a multiscale vision longformer that reduces the 
memory and computational complexity required for encod-
ing high-resolution images. Additionally, it incorporates 
an efficient multiscale model architecture by introducing a 
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specified number of global tokens to facilitate global mem-
ory operations. Moreover, ViL replaces the original 1-D 
positional embedding with 2-D positional embedding and 
incorporates relative positional biases. Consequently, the 
memory complexity of the multiscale self-attention block 
is linearly proportional rather than quadratic.

CageViT [42] challenges the limitations of existing trans-
former acceleration techniques, such as low-rank projec-
tion and sparsity of the attention matrix, which can result 
in loss of fine-grained token-level information or severe 
constraints on the functionality of self-attention layers. To 
address these limitations, CageViT leverages class activation 
maps provided by Grad-CAM++ [45] to identify the key 
tokens and incidental tokens based on their importance and 
feeds them into the linear projection layer. Swin Transformer 
[43] addresses the issue of quadratic computation increase 
in self-attention from a fresh perspective by limiting the 
receptive field. It enhances the influence of transformers in 
vision tasks by employing a hierarchical transformer model 
and calculating representations through shift windows. This 
design provides flexibility in modeling at various scales 
while maintaining linear computational complexity with 
respect to image size. Consequently, Swin Transformer dem-
onstrates high performance across tasks, including image 
classification, object detection, and semantic segmentation. 
Similarly, Slide-Transformer [44] addresses the issue of 
quadratic increase in computational complexity in self-atten-
tion based on input resolution by proposing a novel local 
attention module called slide attention. This module diverges 
from traditional self-attention approaches by utilizing local 
attention to restrict the receptive field while combining the 
benefits of CONV layers and self-attention. Additionally, 
extensive experiments have demonstrated the strong com-
patibility of the slide attention module with various SOTA 
ViT models.

3.4.2 � Capturing global context information in ViT models

While the local attention introduced by Swin Transformer 
successfully enhances the performance of ViT, it does not 
effectively capture global context information owing to its 
restricted receptive field. Consequently, various studies [46, 
47] have been conducted to extract global context informa-
tion. MaxViT [46] addresses the attention computation 
problem by decomposing attention into a sparse form and 
reconstructing it into two types: window and grid attention. 
Furthermore, it introduces a multi-axis approach that divides 
the overall attention size into local and global components. 
The MaxViT module adopts a hierarchical architecture by 
stacking multi-axis self-attention (Max-SA) and MBConv 
alternately, effectively transforming the quadratic complex-
ity associated with input resolution into linear complexity. 
While approaches like ViT, Swin Transformer, and PVT 

deal with patch-level self-attention, they suffer from both a 
quadratic increase in computation and loss of global context 
information.

To solve these problems, DaViT [47] introduces an 
image-level self-attention mechanism that effectively cap-
tures GI while maintaining efficient processing in terms of 
spatial size. DaViT proposes an encoder module that com-
bines spatial window self-attention and channel group self-
attention, resulting in improved performance across vari-
ous tasks with reduced computational cost. In conventional 
models like Swin Transformer and ViT, a fixed scale value 
is used to handle large values in dot product calculations. 
However, this approach has limitations in simplifying com-
putations or capturing PI through self-attention mechanisms. 
To address these issues, ViT-LSLA [48] applies inner rela-
tive position bias to the existing model to better capture PI. 
This method focuses each Q on the relevant patches with 
higher relevance. The inner relative position bias refers to 
the relative PI between each Q and K. It enables Q to allocate 
more attention to K that is in proximity, allowing Q to better 
capture information around specific patches. As a result, the 
self-attention mechanism better captures the structural infor-
mation of the image and allows Q to assign more attention to 
patches that are truly relevant, rather than just nearby ones. 
Lite ViT (LVT) [49] introduces a compact transformer back-
bone, specifically designed for mobile applications. Most 
existing compact ViT models, such as PVT, suffer from 
performance degradation when scaled down. To address 
this issue, LVT employs two new self-attention modules to 
design a lightweight yet effective transformer. LVT intro-
duces convolutional self-attention (CSA) and recursive 
atrous self-attention (RASA). CSA enhances the processing 
of low-level features by integrating local self-attention into 
CONV kernels, while RASA leverages multiscale context to 
compute the similarity map. By utilizing CSA and RASA, 
LVT improves representation ability without additional cost.

3.4.3 � Overcoming limitations and exploring new directions 
in ViT models

Prominent studies on ViT, such as Swin Transformer [43] 
and LeViT [37], have attempted to decompose the local 
and global feature extraction procedures to reduce the com-
putational cost of the self-attention mechanism. However, 
such LI leads to unwanted information loss owing to down-
sampling, ultimately resulting in a significant decrease in 
accuracy rather than reducing computational complexity. By 
contrast, Dual-ViT [50] employs a new transformer encoder 
to alleviate the accuracy degradation. Dual-ViT is composed 
of four stages (i.e., two dual block and two merge block 
stages), where the resolution of the feature map is reduced 
at each stage. Firstly, the dual block divides the input fea-
ture map into two paths to reduce the computational cost 
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of self-attention. The semantic path compresses the input 
feature map into semantic tokens, while the pixel path uti-
lizes these semantic tokens to capture detailed features at the 
pixel level of the input. The merge block enables interactions 
between local tokens by performing self-attention between 
pixel tokens and semantic tokens, allowing for the utiliza-
tion of information among all tokens. Ultimately, Dual-ViT 
minimizes unwanted information loss and prevents accuracy 
degradation while reducing computational cost.

Previous research on transformer encoder blocks gen-
erally recognizes the attention-based token mixer module 
as a key factor for achieving high performance. However, 
Poolformer [51] assumes that the general architecture of 
the transformer model is more crucial for the model’s per-
formance than a specific token mixer module. To validate 
this assumption, it deliberately replaces the attention mod-
ule of the transformer model with a simple pooling layer, 
performing only the most basic token mixing. Despite the 
simplicity of the token mixer, Poolformer has achieved supe-
rior performance compared to transformer/MLP baselines 
on various benchmarks. As a result, Poolformer presents a 
direction of research that emphasizes improving the Meta-
Former architecture rather than focusing on the token mixer 
module. Despite various efforts to address the computational 
issues of ViT, they remain insufficient to meet the resource 
constraints of mobile devices.

EdgeViT [52] resolves this problem by integrating the 
advantages of self-attention and CONV layers while lever-
aging an efficient local-global-local (LGL) bottleneck phe-
nomenon. The LGL bottleneck phenomenon acknowledges 
that attending to every token in downsampled feature maps 
is highly inefficient owing to the spatial redundancy present 
in images. By contrast, LGL enables the calculation of self-
attention for only a subset of tokens while still allowing for 
overall spatial interaction, similar to the traditional MHA. 
Furthermore, LGL consists of local aggregation, global 
sparse attention, and local propagation, enabling informa-
tion exchange between all token pairs within the same fea-
ture map. Through these techniques, EdgeViT achieves an 
optimal trade-off between accuracy and efficiency. MogaNet 
[53] attributes the transformer’s success to its macro archi-
tecture rather than self-attention. To this end, MogaNet 
employs a novel network that stacks CONV layers in a macro 
architecture similar to self-attention. It employs spatial and 
channel aggregation blocks in the macro architecture, which 
operate by emphasizing crucial information within the input 
sequence. This enables the capture of diverse spatial rela-
tionships across the input sequence, ultimately leading to the 
development of a superior model with lower computational 

complexity than self-attention-based models, using only 
CONV layers. To optimize the combination of transform-
ers and CONV layers, previous approaches, such as Mobi-
leViT and MogaNet, adopt a macro-level network design 
by individually stacking MBConv and transformer blocks 
to strike a balance between MBConv’s efficiency and the 
transformer’s capacity. By contrast, MOAT [54] employs 
a micro-level building of MBConv and transformer blocks. 
While the MLP module shares similarities with MBConv 
owing to its inverted bottleneck design, it is less efficient 
than MBConv. Therefore, MOAT introduces modifications 
by replacing the MLP layer of the transformer block with 
MBConv and designing the order of attention and MBConv 
in reverse. Consequently, MOAT presents a more efficient 
and less complex architecture, offering a novel approach that 
harnesses the strengths of both transformers and ConvNets.

3.5 � Integrated approaches

To achieve further performance improvements in ViT, 
researchers have pursued studies that incorporate both afore-
mentioned approaches, as seen in works such as CeiT [55] 
and CoaTNet [56]. CeiT presents a novel ViT architecture 
that combines the strengths of CNNs and transformers to 
overcome the limitations of each component. To enhance 
the generalizability of transformers, CeiT [55] incorporates 
an image-to-tokens (I2T) module, locally-enhanced feed-
forward (LeFF) layers, and layer-wise class token attention 
(LCA). The I2T module enables patches from feature maps 
to be obtained rather than raw input images, while the LeFF 
layers extract LI akin to CNNs. Additionally, the LCA inte-
grates information across multiple layers within the architec-
ture. These improvements strengthen the generalizability and 
loss convergence of CeiT, surpassing previous ViT models 
and even SOTA CNNs in various benchmarks. Notably, CeiT 
demonstrates outstanding performance without requiring 
extensive training data or additional supervised CNN mod-
els. CoAtNets [56] is another hybrid model that combines 
the strengths of CNNs and transformers. It demonstrates that 
transformers may exhibit poorer generalization compared to 
CNNs owing to the absence of the correct inductive bias. To 
effectively integrate the advantages of both architectures, 
CoAtNets combines depth-wise CONVs with simple relative 
attention instead of traditional self-attention. Furthermore, 
it vertically stacks CONV and attention layers to enhance 
both generalization and efficiency. LightViT [57] employs 
a new approach to overcome the limitations of local atten-
tion introduced by Swin Transformer. While window-based 
attention effectively reduces computational complexity, it 
has limitations in extracting GI.



	 S. I. Lee et al.  109   Page 10 of 18

To address this problem, LightViT incorporates a learn-
able global token into the PVT [34] structure. To leverage 
the information from the global token, LightViT introduces 
the LightViT block, where the attention mechanism com-
bines image tokens with the global token during the global 
aggregation process, effectively utilizing both LI and GI. 
Unlike traditional FFNs, which only utilize channel infor-
mation, the proposed bi-dimensional FFN in LightViT can 
incorporate spatial information, enabling the extraction of 
global dependencies in a more effective manner. Meanwhile, 
to address the increase in computational complexity of the 
hybrid ViT model, FastViT [58] introduces a new token-
mixing operator called RepMixer, which removes skip 
connections, BN, and linear activation during inference, 
effectively reducing the computational cost. Consequently, 
FastViT significantly reduces computational complexity 
while maintaining the same performance. EfficientViT [59] 
employs lightweight multiscale attention modules for on-
device applications to improve the hardware inefficiency 
of self-attention in transformer models and large kernel 
CONVs. It replaces the conventional self-attention with 
ReLU-based attention to simplify the attention computation 
that previously involved exponential operations. Addition-
ally, it proposes an aggregation process with independent 
small kernel CONVs for each head’s Q,  K,  and V to obtain 
multiscale tokens, thereby enhancing hardware efficiency.

4 � Performance analysis of various ViT 
models

4.1 � Performance comparison of various ViT models

We compare the performance of various compact ViT mod-
els on the ImageNet dataset [60]. Models are evaluated 
based on image size, number of parameters (M), GFLOPs, 
Top-1 accuracy, and latency/throughput on GPU platforms. 
It should be noted that based on latency and throughput 
results on GPU platforms, the inference speed and through-
put on the embedded platform can be easily estimated by 
comparing the specifications of the GPU and the specifi-
cations of each embedded platform. To facilitate a smooth 
comparison, we categorize the compact ViT models into 
four categories (i.e., tiny, small, base, and large) based on the 
number of parameters in representative CNN models, such 
as MobileNetV2, ResNet50, and ResNet101. Each category 
is presented in Tables 1, 2, 3, and 4, respectively. Models 
belonging to the ‘Tiny’ category have fewer parameters than 
MobileNetV2 (i.e., 6.9M). These are the simplest and light-
est models, convenient for use in environments with limited 
computing resources. Models in the ‘Small’ category have 
numbers of parameters between those of MobileNetV2 and 
ResNet50 (i.e., 25M), while the ‘Base’ category includes 
models with parameters less than ResNet101 (i.e., 45M). 

Table 1   Performance comparison of lightweight ViT-Tiny models

Type Models ImageSize #Params (M) GFLOPs Top-1 acc (%) Latency (ms) Throughput (images/s)

Architecture and hier-
archy

MobileViT-XS [36] 224 2.3 0.7 74.8 11.7(A100) 1581(V100)
Mobile-Former-26M 

[39]
224 3.2 0.026 64.0 – –

Mobile-Former-52M 
[39]

224 3.5 0.052 68.7 – –

Mobile-Former-96M 
[39]

224 4.6 0.19 72.8 – –

HVT-Ti-1 224 5.74 0.64 69.6 – –
Encoder block MogaNet-XT [53] 256 3.0 1.04 77.2 – –

Slide-PVTv2-B0 [44] 256 3.3 0.6 71.4 – –
EdgeViT-XXS [52] 224 4.1 0.6 74.4 – –
MogaNet-T [53] 224 5.2 1.1 79.0 – –
LVT [49] 224 5.5 0.9 74.8 – 1545(V100)
ViL-Tiny-APE [41] 224 6.7 1.3 76.3 – –
ViL-Tiny-RPB [41] 224 6.7 1.3 76.7 – –
EdgeViT-XS 224 6.7 1.1 77.5 – –

Integrated approaches FastViT-T8 [58] 256 3.6 0.7 75.6 – 1.7(A100)
CeiT-T [55] 224 6.4 1.2 76.4 – –
FastViT-T12 [58] 256 6.8 1.4 79.1 – 2.1
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Finally, models in the ‘Large’ category have more param-
eters than ResNet101. The trends and patterns shown in each 
table provide important insights into optimizing model per-
formance and efficiency. This analysis can suggest directions 
for future research and help in developing more efficient and 
higher-performing models.

4.2 � Correlation of results

The performance of transformer models is significantly influ-
enced by their structure and the number of parameters. The 
design of hierarchical structure and encoder blocks determines 
how the model processes and transforms input data, which 

Table 2   Performance comparison of lightweight ViT-Small models

Type Models ImageSize #Params (M) GFLOPs Top-1 acc (%) Latency (ms) Throughput (images/s)

Architecture and hier-
archy

LeViT-128S [37] 224 7.4 0.305 71.9 – –

Mobile-Former-151M 
[39]

224 7.6 0.15 75.2 – –

Mobile-Former-214M 
[39]

224 9.4 0.214 76.7 – –

Mobile-Former-294M 
[39]

224 11.4 0.294 77.9 – –

EfficientFormer-L1 [40] 224 12.3 1.3 80.2 6.2(A100) –
PVT-Tiny [34] 224 13.2 1.9 75.1 – –
Mobile-Former-508M 

[39]
224 14.0 0.508 79.3 14.6(A100) –

CvT-13-NAS [26] 224 18.0 4.1 71.3 – –
CvT-13 [26] 224 20.0 4.5 70.4 – –
HVT-S-1 [35] 224 22.1 2.4 78.0 – –
Scale HVT-Ti-4 [35] 224 22.1 1.39 75.2 – –
PVT-Small 224 24.5 3.8 79.8 – –

Encoder block EdgeViT-S [52] 224 11.1 1.9 81.0 – –
PoolFormer-S12 [51] 224 12.0 1.9 77.2 14.5(A100) –
Slide-PVT-T [34] 256 12.2 2.0 78.0 – –
Slide-PVTv2-B1 [34] 256 13.0 2.2 79.5 – –
CageViT-T [42] 224 14.0 1.2 78.4 – 1341(V100)
CageViT-S [42] 224 17.6 1.9 80.4 – 1052(V100)
ViT-LSLA [48] 224 18.9 3.5 – – –
Slide-NAT-M [44] 256 20.0 2.7 82.4 – –
PoolFormer-S24 [51] 224 21.0 3.5 80.3 28.2(A100) –
Slide-PVT-S [44] 256 22.7 4.0 81.7 – –
Slide-PVTv2-B2 [44] 256 22.8 4.2 82.7 – –
Slide-CSwin-T [44] 256 23.0 4.3 83.2 – –
ViL-Small-APE [41] 224 24.6 4.9 82.0 – –
ViL-Small-RPB 224 24.6 4.9 82.4 – –

Integrated approaches FastViT-S12 [58] 256 8.8 1.8 79.8 2.2(A100) –
EfficientViT-B1 [59] 224 9.1 0.52 79.4 – –
LightViT-T [57] 224 9.4 0.7 78.7 – 2578(V100)
FastViT-SA12 [58] 256 10.9 1.9 80.6 2.5(A100) –
LightViT-S [57] 224 19.2 1.7 80.8 – 1467(V100)
FastViT-SA24 [58] 256 20.6 3.8 82.6 3.8(A100) –
EfficientViT-B2 [59] 256 24.0 2.1 82.7 – –
CeiT-S [55] 224 24.2 4.5 83.3 – –
CoAtNet-0 [56] 224 25.0 4.2 81.6 – –
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directly affects the ability to recognize complex patterns and 
features. As a result, a well-designed hierarchical structure 
can achieve high performance even with a small number of 
parameters. To quantitatively measure this relationship, we 
calculate the correlation between the number of parameters 
and the accuracy of the model. By measuring the correlation 
between these two variables, we can better understand the rela-
tionship between the model’s structure and performance, and 
gain insights for more efficient model design. The equation for 
measuring the correlation is as follows:

where xi and yi represent individual values for the param-
eters and accuracy of the model, respectively, while x̄ and 
ȳ denote the mean values within each category. Increasing 
the number of parameters indiscriminately can increase the 
complexity of the model, which leads to the risk of overfit-
ting. On the other hand, by efficiently designing the architec-
tures and appropriately adjusting the number of parameters, 
a high correlation between the number of parameters and 
the accuracy of the model can be maintained. This allows us 
to quantitatively understand how the accuracy of the model 

(1)r =

∑

(xi − x̄)(yi − ȳ)
√

∑

(xi − x̄)2
∑

(yi − ȳ)2

changes as the number of parameters increases. The cor-
relation coefficient ranges between −1 and 1, where a value 
close to 1 signifies a strong positive correlation, while a 
value close to −1 represents a strong negative correlation. 
Furthermore, a value close to 0 indicates little correlation 
between the variables. The average values for the correla-
tion coefficients of the tiny and small category models are 
0.474 and 0.430, respectively, while those of the base and 
large categories are 0.208 and 0.472, respectively. This indi-
cates that there is a certain correlation between the number 
of parameters and top-1 accuracy in all categories. There-
fore, optimizing a model’s performance involves not only 
increasing the number of parameters but also selecting and 
optimizing an appropriate model structure. Through this 
process, the model’s performance improves while prevent-
ing overfitting, even as the number of parameters increases. 
In addition, we analyze the correlation between FLOPs 
and performance. In the tiny model, the correlation coef-
ficient between these two variables is very high at 0.805. 
This implies that within a limited model size, complexity 
greatly impacts performance. However, as the model size 
increases, this correlation decreases. The correlation coef-
ficients in the small, base, and large models are 0.315, 0.076, 
and 0.492, respectively. This indicates that as the model size 

Table 3   Performance comparison of lightweight ViT-Base models

Type Models ImageSize #Params (M) GFLOPs Top-1 acc (%) Latency (ms) Throughput (images/s)

Architecture and hier-
archy

EfficientFormer-L3 [40] 224 31.3 3.9 82.4 13.9(A100) –

CvT-21 [26] 224 32.0 7.1 71.3 – –
PVT-Medium [34] 224 44.2 6.7 81.2 – –

Encoder block MOAT-0 [54] 224 27.8 5.7 83.3 – 536(V100)
Slide-NAT-T [44] 256 28.0 4.3 83.6 – –
DaViT-Tiny [47] 224 28.3 4.5 82.8 – –
CageViT-B [42] 224 28.4 3.7 82.0 – 704(V100)
Swin-T [43] 224 29.0 4.5 81.3 – 755(V100)
Slide-Swin-T [44] 256 29.0 4.6 82.3 – –
PoolFormer-S36 [51] 224 31.0 5.1 81.4 41.2(A100) –
MaxViT-T [46] 224 31.0 5.6 83.6 – 350(V100)
Slide-CSwin-S [44] 256 35.0 6.9 84.0 – –
ViL-Medium-APE [41] 224 39.7 8.7 83.3 – –
ViL-Medium-RPB [41] 224 39.7 8.7 83.5 – –
MOAT-1 [54] 224 41.6 9.1 84.2 – 339(V100)
CoAtNet-1 [56] 224 42.0 8.4 83.3 – –
Slide-PVT-M [44] 256 42.5 9.8 82.9 – –
Slide-PVTv2-B3 [44] 256 42.5 7.1 83.8 – –

Integrated approaches FastViT-SA36 [58] 256 30.4 5.6 83.6 5.2(A100) –
LightViT-B [57] 224 35.5 3.9 82.1 – 827(V100)
FastViT-MA36 [58] 256 42.7 7.9 83.9 6.7(A100) –
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increases, it becomes challenging to improve performance 
solely through increasing complexity, and other factors such 
as the model’s architecture and hierarchy gain increasing 
importance. These results prove that to optimize a model’s 
performance, it is more critical to appropriately design 
the model’s architecture and hierarchical structure, rather 
than merely increasing the number of parameters. In other 
words, it is possible to achieve high performance with fewer 
parameters by efficiently utilizing the model’s hierarchy or 
encoder blocks. This plays an important role in maintain-
ing a high correlation between the number of parameters 
and the accuracy of the model while optimizing the model’s 
performance.

4.3 � Analysis according to taxonomy

As can be seen from Tables 1, 2, 3 and 4, architecture 
and hierarchy-type models are mainly concentrated in the 
‘Tiny’ and ‘Small’ categories, while the encoder block-
type dominated in the ‘Base’ and ‘Large’ categories. 
This implies that selecting optimized lightweight meth-
ods based on model size (i.e., parameters) is crucial for 

enhancing the performance and efficiency of compact ViT 
models. In other words, in resource-constrained environ-
ments, such as edge devices, it is advantageous to design 
the architecture and hierarchy-type models effectively 
to make the model compact. For example, as shown in 
Table  2, the LeViT-128S and Mobile-Former-151M 
models have similar numbers of parameters but differed 
in accuracy by 3.3%. This clearly demonstrates that the 
architecture and hierarchy of the model have a significant 
impact on performance. Meanwhile, to maximize accuracy 
within a given model size, it is necessary to design the 
encoder block appropriately. Therefore, it is important to 
choose the best architecture and design strategies accord-
ing to the requirements of specific tasks and deployment 
environments. This can reduce model size and complexity 
while maintaining or improving accuracy. For example, 
looking at ViL-Tiny-APE and ViL-Tiny-RPB models in 
Table 1, which have the same number of parameters and 
FLOPs but different encoder block structures, Top-1 accu-
racy differs by approximately 0.4%. Similarly, as shown in 
Table 4, ViL-Base-APE and ViL-Base-RPB have the same 
numbers of parameters and FLOPs, but the Top-1 accuracy 

Table 4   Performance comparison of lightweight ViT-Large models

Type Models ImageSize #Params (M) GFLOPs Top-1 acc (%) Latency (ms) Throughput (images/s)

Architecture and 
hierarchy

PVT-Large [34] 224 61.4 9.8 81.7 – –

EfficientFormer-L7 
[40]

224 82.1 10.2 83.3 30.7(A100) –

Encoder block CageViT-L [42] 224 47.5 7.5 83.4 – 481(V100)
DaViT-Small [47] 224 49.7 8.8 84.2 – –
Swin-S [43] 224 50.0 8.7 83.0 – 437(V100)
Slide-Swin-S [44] 256 51.0 8.9 83.7 – –
Slide-NAT-S [44] 256 51.0 7.8 84.3 – –
ViL-Base-APE [41] 224 55.7 13.4 83.2 – –
ViL-Base-RPB [41] 224 55.7 13.4 83.7 – –
PoolFormer-M36 [51] 224 56.0 9.8 82.1 – –
Slide-PVT-L [44] 256 59.8 9.8 83.9 – –
Slide-PVTv2-B4 [44] 256 59.8 10.3 84.2 – –
MaxViT-S [46] 224 69.0 11.7 84.5 – 243(V100)
PoolFormer-M48 [51] 224 73.0 11.8 82.5 – –
MOAT-2 [54] 224 73.4 17.2 84.7 – 209(V100)
CoAtNet-2 [56] 224 75.0 15.7 84.1 – –
Slide-CSwin-B [44] 256 78.0 15.0 84.7 – –
Slide-PVTv2-B5 [44] 256 78.9 12.1 84.3 – –
Swin-B [43] 224 88.0 15.4 83.5 – 278(V100) / 

5325(A100)
Slide-Swin-B [44] 256 89.0 15.5 84.2 – –
MaxViT-B [46] 224 120.0 23.4 84.9 – 134(V100)
MaxViT-L [46] 224 212.0 43.9 85.2 – 99(V100)

Integrated EfficientViT-B3 [59] 224.0 49.0 4.0 83.5 – 3797(A100)
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differs by approximately 0.5%. This indicates that even 
with similar size and complexity, the design of the encoder 
block can affect the model’s performance.

4.4 � Detection and segmentation results

In Fig. 6, we evaluate the models on the COCO dataset 
[61] and depict bbox and mask mAP according to FLOPs. 
Mask R-CNN [62] is used as the base model, where * 
indicates cascaded R-CNN and † denotes models trained 
with 3x longer schedule. These compact ViT models dem-
onstrate remarkable capability in both detection and seg-
mentation, achieving competitive AP. This performance 
particularly emphasizes the potential of compact ViTs 
in efficiently balancing model size and computational 
demands without significantly compromising task-specific 
effectiveness. The results encourage further exploration 
into advanced model compression techniques and the 
integration of hybrid architectures for enhancing real-
time application capabilities on mobile and edge devices. 
Detailed accuracy results according to ViT model size are 
presented in Tables 5, 6, 7, and 8.

5 � Conclusions

While the ViT initially achieved significant success in the 
field of computer vision, it has the disadvantages of high 
model size and computational cost, making its use in general 
mobile/edge environments a challenge. Therefore, various 
compact ViT models are being researched to overcome this 
limitation. In this paper, we classified recent research related 
to compact ViT models into three categories: architecture 
and hierarchy restructuring, encoder block enhancements, 
and integrated approaches, and analyzed the development 
trends of the studies in each category. We believe that this 
paper will significantly contribute to improving the perfor-
mance of compact ViT models and exploring their practical 
applicability.

Fig. 6   bbox and mask mAP according to FLOPs of various ViT mod-
els. Mask R-CNN is used as the base model, where * indicates cas-
caded R-CNN and † denotes models trained with 3 × longer schedule

Table 5   Performance 
comparison of ViT-Tiny models 
for object detection and instance 
segmentation on the COCO 
dataset

Type Models Schedule APb APb
50

APb
75

APm APm
50

APm
75

Encoder block MogaNet-XT [53] 1× 40.7 62.3 44.4 37.6 59.6 40.2
EdgeViT-XXS [52] 1× 39.9 62.0 43.1 36.9 59.0 39.4
MogaNet-T [53] 1× 42.6 64.0 46.4 39.1 61.3 42.0
ViL-Tiny-RPB [41] 1× 41.4 63.5 45.0 38.1 60.3 40.8
ViL-Tiny-RPB [41] 3× 44.2 66.4 48.2 40.6 63.2 44.0
EdgeViT-XS [52] 1× 41.4 63.7 45.0 38.3 60.9 41.3
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Looking ahead, the future direction for compact ViT 
centers on enhancing efficiency and adaptability for real-
world applications. As demand grows for resource-efficient 

yet powerful models, particularly in mobile and edge com-
puting, the emphasis will likely be on refining ViT archi-
tectures for an optimal balance between performance and 

Table 6   Performance 
comparison of ViT-Small 
models for object detection and 
instance segmentation on the 
COCO dataset

Type Models Schedule APb APb
50

APb
75

APm APm
50

APm
75

Architecture and hierarchy EfficientFormer-L1 [40] – 37.9 60.3 41.0 35.4 57.3 37.3
PVT-Tiny [34] 1× 36.7 59.2 39.3 35.1 56.7 37.3
PVT-Tiny [34] 3× 39.8 62.2 43.0 37.4 59.3 39.9
PVT-Small [34] 1× 40.4 62.9 43.8 37.8 60.1 40.3
PVT-Small [34] 3× 43.0 65.3 46.9 39.9 62.5 42.8

Encoder block EdgeViT-S 1× 44.8 67.4 48.9 41.0 64.2 43.8
PoolFormer-S12 1× 37.3 59.0 40.1 34.6 55.8 36.9
Slide-PVT-T [44] 1× 40.4 63.4 43.8 38.1 60.4 41.0
Slide-PVTv2-B1 [44] 1× 42.6 65.3 46.8 39.7 62.6 42.6
PoolFormer-S24 1× 40.1 62.2 43.4 37.0 59.1 39.6
Slide-PVT-S [44] 1× 42.8 65.9 46.7 40.1 63.1 43.1
Slide-PVTv2-B2 [44] 1× 46.0 68.2 50.3 41.9 65.1 45.4

Integrated approaches LightViT-T [57] 1× 37.8 60.7 40.4 35.9 57.8 38.0
LightViT-T [57] 3× 41.5 64.4 45.1 38.4 61.2 40.8
FastViT-SA12 [58] 1× 38.9 60.5 42.2 35.9 57.6 38.1
LightViT-S [57] 1× 40.0 62.9 42.6 37.4 60.0 39.3
LightViT-S [57] 3× 43.2 66.0 47.4 39.9 63.0 42.7
FastViT-SA24 [58] 1× 42.0 63.5 45.8 38.0 60.5 40.5

Table 7   Performance 
comparison of ViT-Base models 
for object detection and instance 
segmentation on the COCO 
dataset

*Denotes cascaded R-CNN based model

Type Models Schedule APb APb
50

APb
75

APm APm
50

APm
75

Architecture and hierarchy EfficientFormer-L3 [40] – 41.4 63.9 44.7 38.1 61.0 40.4
PVT-Medium [34] 1× 42.0 64.4 45.6 39.0 61.6 42.1
PVT-Medium [34] 3× 44.2 66.0 48.2 40.5 63.1 43.5

Encoder block MOAT-0∗ [54] – 55.9 73.9 60.9 47.4 70.9 52.1
DaViT-Tiny [47] 1× 45.0 – – 41.1 – –
DaViT-Tiny [47] 3× 47.4 69.5 52.0 42.9 66.8 46.4
Swin-T [43] – 50.5 69.3 54.9 – – –
Swin-T∗ [43] – 50.5 69.3 54.9 43.7 66.6 47.1
Slide-Swin-T [44] 3× 46.8 69.0 51.6 42.3 66.0 45.8
Slide-Swin-T∗ [44] 3× 51.1 69.8 55.4 44.3 67.4 48.0
PoolFormer-S36 1× 41.0 43.1 44.8 37.7 60.1 40.0
MaxViT-T∗ [46] – 52.1 71.9 56.8 44.6 69.1 48.4
ViL-Medium-RPB [41] 1× 47.6 69.8 52.1 43.0 66.9 46.6
ViL-Medium-RPB [41] 3× 48.9 70.3 54.0 44.2 67.9 47.7
MOAT-1∗ [54] – 57.7 76.0 63.4 49.0 73.4 53.2
Slide-PVT-M [44] 1× 44.4 66.9 48.6 40.8 63.9 43.8

Integrated approaches FastViT-SA36 [58] 1× 43.8 65.1 47.9 39.4 62.0 42.3
LightViT-B [57] 1× 41.7 64.5 45.1 38.8 61.4 41.4
LightViT-B [57] 3× 45.0 67.9 48.8 41.2 64.8 44.2
FastViT-MA36 [58] 1× 45.1 66.8 49.5 40.5 63.8 43.4
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computational cost. This entails technical advancements in 
model design and training techniques, as well as a focus 
on application-specific optimizations to meet diverse envi-
ronmental challenges. The continued evolution in this area 
promises significant contributions to both the field of com-
puter vision and the practical deployment of AI technologies 
in resource-constrained settings.
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